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Abstract

Recent work has shown that label-efficient few-shot learn-
ing through self-supervision can achieve promising medical
image segmentation results. However, few-shot segmentation
models typically rely on prototype representations of the se-
mantic classes, resulting in a loss of local information that can
degrade performance. This is particularly problematic for the
typically large and highly heterogeneous background class in
medical image segmentation problems. Previous works have
attempted to address this issue by learning additional proto-
types for each class, but since the prototypes are based on a
limited number of slices, we argue that this ad-hoc solution is
insufficient to capture the background properties. Motivated
by this, we propose a novel memory architecture with an at-
tention mechanism for few-shot medical image segmentation
in which we refrain from modeling the background explicitly,
and the triplet loss function is introduced to guide the model
to learn more useful features from the image.

Introduction
Medical image segmentation is essential for auxiliary med-
ical in medical image analysis (Minaee et al. 2020). It is
used for lots of clinical practices and medical anatomy im-
age studies, including tumor detection, disease diagnosis,
and so on. Recently, deep learning has achieved high accu-
racy in segmentation tasks. However, such success of classi-
cal neural networks always requires a large amount of high-
accuracy annotations, which are hard to be gotten in the real
world due to the reliable clinical expertise, time-consuming
and expensive cost associated with annotation.

In order to address these two challenges, few-shot learn-
ing has been proposed (Hu, Shen, and Sun 2018a) as one
of the potential solutions. Most few-short learning methods
adopt an episode-based meta-learning strategy. The dataset
has been separated into two subsets: support set and query
set. At train time, the same class image will be selected in
those two subsets respectively in one episode for training.
Models are expected to learn some instructional features in
support images to guide the segmentation in query image
(Wang et al. 2019). At test time, the model is expected to
predict mask for query image with the guidance of the sup-
port set in a new class that does not appear in the training set.
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It is a challenging task to make exact semantic segmentation
in medical images with such extremely lack of annotated
images (Siam et al. 2020).

Few-shot segmentation (FSS) In a recent work, based on
prototypical FSS (Liu et al. 2020), SSLALP (Ouyang et al.
2020) propose a label-efficient approach to medical image
segmentation. They proposed a novel algorithm that instead
of sampling labeled support and query images and used su-
perpixel serves to generate fake labels to train the model
without annotations. But using fake masks to train the model
does not consider the real characters of exact organs.

Furthermore, in medical image, considering the severe
imbalance between foreground and background, it is not rea-
sonable to do global average pooling and generate a few pro-
totypes for background and foreground respectively (Lieb,
Lookingbill, and Thrun 2005), which will miss a lot of lo-
cal context features. To solve this problem, SSLALP pro-
posed to use ALPNet to generate a series of prototypes adap-
tively to maintain more useful information (Snell, Swersky,
and Zemel 2017). At test time, they only need a handful of
labeled images to predict masks for query images on new
classes. However, the effect is not significant, a general prob-
lem with SSLALP is the loss of local information caused
by average pooling of features during prototype extraction
(Vinyals et al. 2016). This is particularly problematic for
spatially heterogeneous classes like the background class in
medical image segmentation problems, which can contain
any semantic class other than the foreground class (Mondal,
Dolz, and Desrosiers 2018).

In order to solve the above problems1, we introduce a
new structure to keep the most discriminative prototypes us-
ing memory bank for each class respectively. The structure
is shown in Fig.1. After recording the discriminative proto-
types, we can guide the model learning by using prototypes
stored in memory bank. At train time, according to mask
provided we can get the anchor. The prototypes in memory
bank with the similar label are positive samples and with the
different label are negative samples. Meanwhile, in medi-
cal image segmentation, the local context feature is an im-
portant basis to determine the boundary between foreground
and background. To enhance and emphasize these features,

1Code at https://github.com/laiyingxin2/Memory-based-Few-
Shot-Medical-Image-Segmentation-with-Attention-Mechanism



in this paper we use attention mechanisms and propose the
context-relational encoder to enhance the context features
and forces the model to focus on the shape and context of
the region of interest rather than the pixel itself. The main
contributions of our work are as follows:

• Introduce the SE attention to explicitly model the interde-
pendence between feature channels. By learning to auto-
matically obtain the importance of each feature channel.

• Propose a novel memory architecture for medical im-
ages in order to store the global information of the whole
dataset.

• Introduce Triplet loss function to guide model learning.
• Use abdominal MRI to prove the efficiency of our

method. more useful features from images

Related Work
Medical Image Segmentation Based on U-Net
Medical image segmentation is the solution of clinical prob-
lems by analyzing images obtained by medical imaging sys-
tems. The purpose is to extract effective information and
improve the level of clinical diagnosis (Liu et al. 2021).
In recent years, image segmentation based on deep learn-
ing methods has been widely used. U-net (Ronneberger, Fis-
cher, and Brox 2015) is one of the most important semantic
segmentation frameworks for convolutional neural networks
(CNN), which is proposed to apply end-to-end training to
medical image analysis. Recently, the latest improved model
of U-Net, nnUNet (Isensee et al. 2019), has implemented
state-of-the-art in various datasets, which combines differ-
ent network architectures to automatically configure optimal
settings for different tasks. However, all these methods need
to be trained on a large number of human annotations to
achieve good performance, but the performance drops dras-
tically when segmenting new classes.

SE Attention
SE Attention mechanism is used in SE-Net. It was proposed
by Hu et al (Hu, Shen, and Sun 2018b). The attention mech-
anism guides computing resources to the most informative
part of the input signal. It is generally used in combina-
tion with threshold functions (such as softmax and sigmoid)
or sequence methods. SE block is a lightweight threshold
mechanism specially used to model the correlation of each
channel. One of its advantages is that it can effectively im-
prove the attention mechanism and improve the accuracy of
the network. In recent years, SE-Net has been widely used
in many research fields. A researcher (Deng et al. 2022)
propose an improved convolutional neural network frame-
work that integrates innovative SE-Attention mechanism to
learn discriminative features. (Gutiérrez-Viedma et al. 2021)
aims to describe the precise relationship between manage-
ment timing, duration, and prognosis of SE. The proposed
method achieved an accuracy of 85.8% on the M2CAI16
workflow challenge dataset (Li et al. 2021).In this paper, we
use his channel attention mechanism to achieve a more ac-
curate distinction between the foreground and background
feature maps.

Prototype Memory Mechanism
A memory bank can capture diverse features over a long
time period and has been shown to be effective in other do-
mains. (Hansen et al. 2022) utilize memory architecture for
maintaining more useful features on the entire dataset and
achieve good performance in other fields, such as person
re-id. (Wu et al. 2018) use memory banks in comparative
learning to obtain more diverse negative samples for com-
parison. (Caron et al. 2020) also use memory queues during
training to accumulate representative negative samples. (He
et al. 2022) show that using momentum update encoders can
improve the stability of features accumulated in the mem-
ory bank, and we also use this strategy when learning proto-
types. SimGAN (Shrivastava et al. 2016) introduce the im-
age pool technology, which uses buffers to store previously
generated samples so that the discriminator can not only fo-
cus on the current training batch but also self-improve based
on memory.

Few-shot Semantic Segmentation
In recent years, few-shot segmentation has received more
and more attention. (Shaban et al. 2017) first proposed a
model for few-shot segmentation. Compared with classical
semantic segmentation where models are trained with mas-
sive annotated data to perform one specific task well, few-
shot semantic segmentation (Tang et al. 2021) requires mod-
els to be trained with a handful of annotated data in a train
set and have a good performance in test set whose labels are
new and unseen in training. (Roy et al. 2019) directly con-
catenates the support and query features as input to predict
the masks for query images. In the prototype-based methods
(Ouyang et al. 2020), the support images are used to gener-
ate prototypes guiding the segmentation of query images via
a prototype-query comparison module. However, all these
prototype-based methods are limited by the episodic training
approach (Bienenstock, Geman, and Potter 1996), which ig-
nores the overall representation across the entire dataset (He
et al. 2022).

Method
In part 1, we will introduce the formal definition of few-shot
medical image segmentation. In part 2, We introduce net-
work architecture. And describes the main modules, the im-
portant two parts are SE attention and Memory Bank. In part
3, we employ Triplet loss to use the prior information stored
in memory adequately to let model learn more differences
between different organs.

Problem definition
Given a labeled dataset with classes Ctrain (e.g. Ctrain =
{liver, spleen} ), FSS models are supposed to learn how
to segment novel classes in Ctest (e.g. Ctest = {left −
kidney, right − kidney}) with a handful of labeled sam-
ples. Dtrain = {(x,y(cĵ))}, where x ∈ X is composed
of images in train set and y(cĵ) ∈ Y denotes the binary
masks corresponding x, where ĵ = 1, 2, 3, . . . , N is the
class index. Dtest is defined as the same as Dtrain except



Figure 1: (a). Workflow of the proposed network: The feature extractor fθ(·) takes the support image and query image as input
to generate feature maps fθ (xs) for support and fθ (x

q) for query. Next, by introducing SE Attention learning to automatically
capture the importance of each feature channel, enhance useful features and suppress features that are not useful for the current
task. Then, Adaptive local prototype pooling module and takes support feature map and support label as input to obtain an
ensemble of representation prototypes pk(cj)′s. These prototypes will be stored in Memory bank by their classes respectively,
then will be used as references for comparing with query feature map fθ(x

q).Similarity maps generated by these comparisons
are fused together to form the final segmentation. This figure illustrates a 1-way segmentation setting, where cL is the foreground
class and c0 is the background. (b). Illustration of the adaptive local prototype pooling module: Local prototypes are calculated
by spatially averaging support feature maps within pooling windows (orange boxes); class-level prototypes are averaged under
the entire support label (purple region).

the subscript. In each inference pass, a support set S and a
query set Q are given. The support S = {(xs

l ,y
s
l (c

ĵ))} is
composed of images xs

l and its binary masks ys
l (c

ĵ)). The
query set Q = {xq} contains images xq that are going to be
segmented. Here, the superscripts denote an image or mask
from support(s) or query(q). And l = 1, 2, 3, . . . ,K is the
index for each image-mask pair of class cĵ . One support-
query pair (S,Q) forms an episode. In each episode, the
Support-query pair will be sampled randomly.

Network Architecture
Overview Our network is composed of:(a) a generic fea-
ture extractor network fθ(·) : X → ξ parameterized by
θ and the adaptive local prototype pooling module(ALP)
g(·, ·): ξ × Y → ξ for extracting representation proto-
types from support features and labels. (b) SE Attention
(Hu, Shen, and Sun 2018b) is added to support and query’s
feature map to explicitly model the interdependence fea-
ture between channels, and the importance of each feature
channel is obtained by learning. (c)a similarity based clas-
sifier sim(·, ·) : ξ × ξ → Y for segmentation by compar-
ing query features and prototypes. (d) the proposed memory
bank M(·) to maintain the prior information of each class in
training set to guide model training.

Feature Extractor and Adaptive local pooling In infer-
ence, the feature extractor fθ(·) will extract representations

from support image and query image as fθ(xs) and fθ(x
q)

respectively. Our model will use gray histogram to extract
features. By analyzing the gray level of the image, we can
get the gray histogram of the image, from which we can ex-
tract many effective gray features.

Some researchers (Ouyang et al. 2020) propose to pre-
serve local information in prototypes by introducing adap-
tive local prototype pooling module (ALP). In ALP, each lo-
cal prototype is only computed within a local pooling win-
dow overlaid on the support and only represents one part
of the object-of-interest. Specifically, The average pooling
with a pooling window size (LH , LW ) on each fθ (x

s
l ) ∈

RD×H×W where (H,W ) is the spatial size and D is the
channel depth. The obtained local prototype pl,mn(c) with
undecided class c at spatial location (m,n) of the average-
pooled feature map is given by Eq. (1).

pl,mn(c) = avgpool (fθ (x
s
l )) (m,n)

= 1
LHLW

∑
h

∑
w fθ (x

s
l ) (h,w)

(1)

where mLH ≤ h < (m+1)LH , nLW ≤ w < (n+1)LW .

SE Attention After the feature extraction layer, the
Squeeze-and-Excite attention (Hu, Shen, and Sun 2018b)
module SE(·) is introduced, which consists of a global pool-
ing layer, a fully connected layer, a ReLU activation layer,
and a sigmoid activation layer. The SE block only increases a
small amount of model complexity and computational cost,



Figure 2: SE Attention

and has strong generalization ability for different data sets.
The interdependence between feature channels is explicitly
modeled, and the importance of each feature channel is auto-
matically obtained by learning. We take advantage of this to
get important information from the feature map that focuses
on the distinction between foreground and background, en-
hance useful features and suppress features that are not use-
ful to the current task. The representation formula of this
part is as follows as Eq. (2).

AP = SE(fθ(x)) (2)

Memory Bank We introduce a memory architecture for
few-shot medical image segmentation. In the beginning, we
denote the memory bank as M and initial it with an empty
queue whose max volume is n for each class, where n is a
hyperparameter, and we assign it with 5000. When the num-
ber of prototypes in M is less than n, the new prototypes will
be inserted into it directly. After filling up, we will sort the
queue by their contributions for segmentation and replace
the lowest k prototypes with new high contribution proto-
types for each class. To be specific, we will first compute
the cosine similarity by sim(·, ·) between pk

(
cL

)
and the

prototypes stored in M with the same label. Then, sum the
similarity for each prototype in M as their scores to be used
to sort later. We can formulate it as Eq. (3) shows.

Si =

n∑
i=0

Mi

(
cj
)
× P (3)

Similarity-based Segmentation Inspired by (Ouyang
et al. 2020), a similarity-based classifier sim(·, ·) is intro-
duced, which uses the local image information in P to pre-
dict the query. This is achieved by first matching each proto-
type to the corresponding local region in the query, and then
fusing the local similarities together.Specifically, sim(·, ·)
first takes query feature map fθ(x

q) and prototype ensem-
ble P = {pk(cj)} as input to compute local similarity maps

Sk(c
j) between fθ(x

q) and all pk(cj)′ s respectivelyy. Each
entry Sk(c

j)(h,w) at the spatial location (h,w) correspond-
ing to fθ(x

q) is given by Eq.(4).

Sk(c
j)(h,w) = αpk(c

j)⊙ fθ(x
q)(h,w) (4)

where ⊙ denotes cosine similarly, a multiplier, which helps
gradients to backpropagate in training. Then, to obtain simi-
larity maps (unnormalized) with respect to each class cj as a
whole, local similarity maps Sk(c

j) are fused into class-wise
similarities S′(cj), follow as Eq.(7).

S′(cj)(h,w) =
∑
k

Sk(c
j)(h,w)softmaxk[Sk(c

j)(h,w)]

(5)
Finally, to get the final dense prediction, the class similar-

ity is finally normalized to probability, as Eq.(6) shows.

ŷq
(h,w) = softmaxj [S

′(cj)(h,w)] (6)

Training Based on Triplet Loss
In previous works, the model only focused on the informa-
tion in one support image at one episode, which actually
does not adequately exploit the information in the whole
data set. In this part, we elaborate on how to apply triplet loss
on a few-shot medical image segmentation task. Intuitively,
There is high similarity between the same organs in dif-
ferent people.Take {Pa,Pp,Pn} as inputs to loss function,
where the subscript a,p and n represent anchor, positive and
negative respectively. At train time, we use three loss func-
tions:1. Cross Entropy loss; 2. Prototype Alignment Regu-
larization loss; 3. Triplet loss to optimize our model. Lce

and LPAR have achieved a good performance in classical
few-shot tasks. Triplet loss could be formulated as Eq.(7).

Ltri = max(d(a, p)− d(a, n) +margin, 0) (7)

Where d(·, ·) denotes the cosine distance between two pa-
rameters.

Experiments
Datasets To demonstrate the efficiency of our proposed
method, we performed evaluations under Abd-MRI, which
is from ISBI2019 Combined Healthy Abdominal Organ
Segmentation Challenge (Task 5). It contains 20 3D T2-
SPIR MRI scans.

To unify experiment settings, all images are reformated as
2D axial slices and resized to 256×256 pixels. Each 2D slice
is repeated three times in channel dimension to fit into the
network.

Evaluation To measure the overlapping between predic-
tion and ground truth, we employ Dice score (0-100, 0:mis-
match; 100: perfectly match), which is commonly used in
medical image segmentation research. To evaluate the gen-
eralization ability to unseen testing classes, beyond the stan-
dard few-shot segmentation experiment setting for medical
images established by (setting 1), where testing class might
appear as background in training data, we introduce setting
2. In setting 2, we force testing classes (even unlabeled) to



Figure 3: Loss without triplet loss

Figure 4: Loss with triplet loss

be completely unseen by removing any image that contains
a testing class, from the training dataset.

Labels are therefore partitioned differently according to
the settings and types of supervision. In setting 1, when
training with SSL, no label partitioning is required for train-
ing. When training with annotated images, each time we take
one class for testing and the rest for training. In setting 2, as
(spleen, liver), or (left/right kidney) usually appear together
in a 2D slice respectively, we group them into the upper ab-
domen and lower abdomen groups separately. In each exper-
iment, all slices containing the testing group will be removed
from the training data.

To simulate the scarcity of labeled data in clinical prac-
tice, all our experiments in this section are performed under
the 1-way, 1-shot setting.

Implementation Details The implementation is based
on the Pytorch (v1.10.2+cu113) implementation of SSL-
ALPNet(). The encoder network used is a ResNet-101 pre-
trained on MS-COCO. Following ALPNet, we optimize the
loss using stochastic gradient descent with momentum 0.9, a
learning rate of 1e-3 with decay rate of 00.98 per 1k epochs,
and a weight decay of 5e-4 over 50k iterations. The self-
supervised training takes 6h on a single Nvidia RTX 2080Ti
GPU, consuming 4.8GBs of Memory.

Quantitative and Qualitative Results Table I shows the
comparisons of our method with SSL-ALP Net, one of
the state-of-the-art methods of few-shot medical image seg-
mentation. By using memory architecture, our proposed
memory-based SSL-ALP Net occurs overfitting problem. As
shown in Fig.2, the results on organs with various shapes,
sizes, and intensities have been shown. There is some mis-

Figure 5: Qualitative results of our method on Abdominal
MRI. The proposed method achieves not such desirable seg-
mentation results which are close to ground truth.

matching between foreground and background. As shown in
Fig.3, The plot shows the loss values during training. It is
obvious that model learning with triplet loss has more sta-
ble loss values, which means triplet loss has guided model
learning.

Abdominal-MRI
Method Lower Upper Mean

LK RK Spleen Liver
SSL-ALP(paper) 73.63 78.39 67.02 73.05 73.02

SSL-ALP(rework) 80.95 82.91 69.26 72.12 76.31
memory-based SSL-ALP 74.34 77.89 68.13 71.96 73.12

Table 1: Experimental results on abdominal images.

Conclusion
In this paper, we take a close look at the few-shot image
segmentation problem using triplet loss. We also utilize an
attention mechanism to further improve the ability of the
complementation The proposed method has little effect on
model learning. However, we can observe that the model
uses Triplet loss to update only the deep layers of the model
in the incremental sessions to further mitigate the catas-
trophic forgetting and overfitting problems. according to the
loss values. Evaluation of our model on other medical image
datasets in the real world and more benchmark datasets will
be one of our future works.
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